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form angles that depend on the degree of taper. Initially diverging 

rays converge after passing through two interfaces. See page 333.
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Virus Invasion

West Nile virus is spread through mosquitoes to 
birds, wildlife, and humans and has established 
itself at an astonishingly rapid rate since it was 
introduced to North America in 1999. How did 
the West Nile virus establish itself so successfully 
to the detriment of human and wildlife popula-
tions? Kilpatrick (p. 323) reviews the scenarios 
and dynamics that point to the key bird hosts 
and the relative predilections of the associated 
mosquito vectors to feed on a variety of animals, 
including humans. 

Making Waves
Patterns of ocean chlorophyll variability from 
satellite observations have been attributed to oce-
anic Rossby waves—slow-moving features with 
wavelengths of hundreds of kilometers but with 
sea surface heights of only centimeters—that 
take months or years to cross ocean basins from 
the west to the east. Chelton et al. (p. 328, pub-
lished online 15 September; see the Perspective 
by McGillicuddy) report that the cause of these 
chlorophyll anomalies has been misidentifi ed. 
Analysis of 10 years of remotely observed sea sur-
face height fi elds and concurrent observations of 
upper-ocean chlorophyll concentrations suggests 
that the dominant mechanism controlling the 
development of these anomalies is the horizontal 
advection of chlorophyll-rich surface water caused 
by the rotational motions of eddies.

Nano-Heterojunction 
Self-Assembly

Nanoscale materials can now be syn-
thesized by a wide range of methods, 
including self-assembly techniques. 

The junction regions between dissimilar materials 
often have unusual and desirable properties. 
Zhang et al. (p. 340) were able to extend the 
self-assembly toolbox to make heterojunctions of 
semiconducting nanotubular segments. The con-
joined segments could transport electrical charge 
and also increase the lifetime of photogenerated 
charge carriers.

Controlling Light 
The behavior of light as it propagates through a 
material and from one material to another is very 
well understood in terms of classical optics. Yu et 

al. (p. 333, published online 1 September; see the 
cover; see the Perspective by Engheta) now dem-
onstrate a powerful new method to control light 
propagation, based on introducing abrupt phase 
shifts along the optical path. These phase disconti-

nuities are constructed using plasmonic interfaces 
that consist of an optically thin two-dimensional 
matrix of optical antennas with subwavelength 
separation. The fl exibility of the technique should 
prove useful for developing a wide variety of 
small-footprint planar optical components.

Whence the Water Vapor?
Water vapor has been detected in the inner regions 
of planet-forming disks—where terrestrial planets 
are created. Using the Heterodyne Instrument 
for the Far-Infrared on board the Herschel Space 
Observatory, Hogerheijde et al. (p. 338; see the 
Perspective by Akeson) now report the detection of 
water vapor over the full extent of the disk around 
the young star TW Hydrae. In the outer regions of 
this planet-forming disk, water vapor could only 
originate from icy grains. Thus, the result suggests 
the presence of a large reservoir of water ice in the 
region where comets and giant planets form.

When Cl and CH4 Collide
The simplest class of two-body chemical reaction 
is the formation of a diatomic molecule. Two 
atoms come together and, generally speaking, 
the only variable is their relative velocity. Things 
get considerably more complicated if you add 
another atom to the mix and consider its reaction 
with a preformed diatomic. Now, there are rela-

tive spatial orientations, and the diatomic might 
be vibrating or rotating. Nonetheless, over the 
past half-century or so, chemists have developed 
a fi rm grasp of how these reactions work in detail. 
The next frontier will be to understand how an 
atom reacts with a polyatomic, which has many 
different ways of vibrating. Czakó and Bowman 
(p. 343) simulated the reactivity of methane with 
a chlorine atom, providing a theoretical basis for 
a multitude of pivotal experiments on this system.

Polar Connections 
The climate records extracted from ice cores re-
covered from the Greenland Ice Sheet are detailed 
but relatively short in duration—around 120,000 
years. Ice cores from Antarctica, on the other 
hand, have lower temporal resolution but extend 
back more than 800,000 years. In order to infer 
how Greenland’s climate may have varied over a 
longer interval, Barker et al. (p. 347, published 
online 8 September) used the Antarctic tempera-
ture record, data from Chinese speleothems, and 
the concept of the bipolar seesaw to produce a 
well-dated reconstruction of inferred Greenland 
temperature variability. Abrupt shifts in Northern 
Hemisphere climate appear to have occurred 
throughout the Late Pleistocene, and glacial 
terminations may have been linked to oscillations 
of the bipolar seesaw. 

Control and Cooperation 
How do hosts regulate internal symbionts to prevent them from taking over their bodies without 
compromising the advantages of the relationship? Login et al. (p. 362) explored the balance 
between host innate immune responses and bacterial replication of an endosymbiont in weevils, 
an important beetle pest of wheat. A single peptide, coleoptericin-A (ColA), synthesized by the 
beetle constrained the bacteria within bacteriocytes and blocked bacterial replication. When the 
weevil’s ColA expression was silenced, the bacteria were able to replicate normally, escape the 
bacteriocyte, and spread throughout the insect.
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below the 150 K condensation temperature 
for water, and thus most water exists as ice 
on grains. Spectroscopic features from water 
ice have been seen ( 3,  4), but these techniques 
have only been applied to a few objects with 
favorable viewing geometries. Observations 
of the water isotope HDO (D is deuterium) 
in the gas phase of the outer disk led to mod-
els of ultraviolet photons from the central 
star desorbing water molecules from the icy 
grains back into the gas phase ( 5). The obser-
vations of Hogerheijde et al. are consistent 
with this cycle. Their calculations show that 
a large population of icy grains, equivalent to 
several thousand Earth oceans, is necessary 
to maintain the observed level of water vapor 
on the surface of the disk.

Water can also play a critical role in the 
formation and fi nal surface composition of 
planets. Ice enhances the solid material in 
the cold outer part of a protoplanetary disk, 
which promotes the formation of cores of 
gaseous planets ( 6). The disk radius where 
ice can condense is often termed the “snow 
line,” and the location of this line is a property 
of the stellar mass and disk evolutionary state 
(see the fi gure). The location and evolution of 
this snow line may affect the formation rate of 
large planets ( 7).

The distribution of water ice in the cir-
cumstellar disk can also help address the 
issue of where Earth’s water originated. 
While forming, Earth is believed to have 
been too hot to have liquid water and would 
have retained little water vapor from the gas-
eous component of the disk. Thus, the water 
we have now arrived later, most likely from 
ice-covered comets or asteroids from the 
outer parts of the solar system. In addition 
to the water abundance, the spectra obtained 
by Hogerheijde et al. allow determination of 
the spin isomer ratio, where the spin refers 
to the alignment of the hydrogen proton spin 
vectors (that is, the ratio of the amount of 
para- to ortho-hydrogen in the water mole-
cules). They found a ratio much lower than 
that measured for solar system comets, sug-
gesting that material from multiple locations 
in the TW Hydrae disk is mixed before incor-
poration into larger bodies. Evidence for 
such radial transport in the early solar sys-
tem includes results from the Stardust mis-
sion that returned comet samples containing 
material formed at high temperatures ( 8).

As the number of planets discovered 
around other stars expands to include many 
systems with multiple planets, it is clear that 
the universe includes many planetary sys-

tem architectures very different from that of 
our own solar system. To constrain models 
of planet formation, including the chemi-
cal composition, we need to understand the 
distribution and evolution of molecules in 
the disk, including water, a key catalyst for 
life on Earth. The next several years will pro-
vide many opportunities to progress in this 
study as Herschel and other observatories 
will make spectroscopic observations of a 
much larger sample of disks covering a range 
of stellar age and mass. Also, new facilities, 
such as the Atacama Large Millimeter Array, 
will greatly expand on the current sensitivity 
levels to allow spatially resolved observations 
of molecules in the disk. 
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Antenna-Guided Light
APPLIED PHYSICS

Nader Engheta

Compact arrays of gold nanoantennas can 

be used to create optical structures that bend 

the path of light in unusual ways.

        T
he bent appearance of a stick half-sub-
merged in water is caused by the dif-
ference in refractive indices of air and 

water—light travels more slowly in water than 
in air (see the fi gure, panel A) and refracts and 
refl ects off the air-water interface. Snell’s law 
( 1) lets us calculate the bending angle if we 
know the geometry and the refractive indices. 
In complex optical instruments, where sev-
eral lenses, mirrors, and other components 
may be present, designers control the bending 
by keeping track of the phase shifts imposed 
along the wavefront of the light; for exam-
ple, a light beam can be focused by different 
phase shifts that occur along a curved lens. 
These optical components are much larger 
than the wavelength of light, which limits the 
minimum size of devices. On page 333 of this 
issue, Yu et al. ( 2) show how arrays of struc-

tures smaller than the wavelength of light, 
V-shaped nanoantennas made of gold, bend 
light by creating abrupt phase shifts through 
the excitation of resonances. The authors 
show that these compact “metasurfaces” fol-
low a more general version of Snell’s law that 
accounts for the bending of a light beam in 
unconventional but potentially useful ways.

Conventionally, the bending of light may 
occur at an abrupt interface of two media 
(e.g., air and water), or through a gradual 
change of refractive index (e.g., air above 
the hot desert roads causes mirage; see the 
figure, panel B). However, it is possible 
to obtain the desired phase shift along the 
wavefront by tailoring planar interfaces. 
One of the early examples is the Fresnel 
lens, in which a set of concentric lenses are 
cut to different curvatures and impose dif-
ferent phase shifts. Although a Fresnel lens 
is much thinner than an equivalent conven-
tional lens, its thickness is still far greater 
than the wavelength of light.

Light does not always simply pass 
through a medium; it can also excite reso-
nances that can lead to absorption and emis-
sion. For the much longer wavelengths of 
“light” used in radio and microwave com-
munications, antennas called refl ectarrays 
( 3) and transmitarrays ( 4) contain multiple 
antenna elements that act as resonators to 
control the direction in which signals are 
received or broadcast. However, the reso-
nant elements responsible for the required 
phase shift and their arrangement in peri-
odic arrays are still comparable in size to 
the wavelength of operation ( 3– 5). These 
devices often operate over only a narrow 
range of frequencies.

For shorter-wavelength light, such as 
infrared and visible light, plasmonic phenom-
ena—the excitation of collective oscillations 
of electrons in materials such as gold and 
silver—can allow subwavelength objects to 
undergo resonance responses in the scatter-
ing process. Yu et al. designed subwavelength 

University of Pennsylvania, Department of Electrical and 
Systems Engineering, Philadelphia, PA 19104, USA. E-mail: 
engheta@ee.upenn.edu
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gold antennas with a V shape; they varied the 
scattering of light by changing the length of 
the arm and the angle and the orientation of 
these “V’s.” The phase difference between the 
scattered and incident fi elds is tailored over a 
small distance along the light’s path, that is, 
the structures are optically thin.

Yu et al. printed planar arrays of such 
V-shaped nanoantennas in suitably designed 
patterns on a silicon wafer and demonstrated 
several intriguing light-bending scenarios at 
these metasurfaces, including unconventional 
refl ection and refraction angles, total internal 
reflections with two critical angles (rather 
than only one), and refl ected light becoming 
evanescent (diminishing in amplitude with 
distance away from the interface, rather than 
propagating) at certain angles. None of these 
effects are predicted from the conventional 
Snell’s law, but they do follow a generalized 
version derived by the authors that allows for 
desired variations of the change of phase on 
the interface.

These arrays of nanoantennas, which 
could include movable sections, could be 
used to design photonic components such as 
lenses and mirrors that are ultrathin, confor-
mal (angle-preserving), and even deform-
able. Reconfigurable couplers and wave-
guides, which could be driven by electric, 
magnetic, or optical stimuli, may be envi-
sioned that could guide and mix light beams 
through almost arbitrary paths chosen along 
a surface. Yu et al. have also created optical 
vortices with orbital angular momentum ( 6) 
by impinging a beam at normal incidence on 
the specially designed planar metasurface of 
these V-shaped nanoantennas. Such vortices 
could fi nd use in applications such as opti-
cal tweezers.

Metasurfaces ( 7) are the planar version 
of metamaterials that are engineered to con-
trol and tailor the light interaction in uncon-
ventional ways (for example, creating mate-
rials with optical band gaps that completely 
refl ect light over a given frequency range). 
In the three-dimensional metamaterials, it 
can be diffi cult to engineer a structure that 
maintains its designed performance and 
avoids performing like a bulk material. Meta-

surfaces may offer advantages in this regard 
because their constituent resonant elements 
are all distributed in a planar surface and 
more readily assembled. This type of two-
dimensional structure will add another tool 
to the fi eld of transformation optics ( 8,  9), in 
which a prescribed change (such as a phase 
shift or amplitude variation) is designed into 
the light path for applications such as cloak-
ing, or where metasurfaces are used to creat-
ing highly confi ned cavity modes ( 10,  11) of 
potential interest in quantum optics. 
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Bending light, big and small. Several mechanisms for bending light are depicted. The optical structures 
shown in (A) and (B) are much larger than the wavelength of light. In (A), an interface between two media 
with two different indices of refraction bends light. In (B), light is bent by a material that gradually changes 
refractive index with distance. Yu et al. caused the bending of light in unusual ways (C) with thin metasur-
faces. These metasurfaces contain distributed arrays of gold nanoantennas (D) that are smaller than the 
wavelength of light. In such arrays, the proper patterns of phase changes created by resonant nanostructures 
lead to bending effects not anticipated by conventional laws of refl ection and refraction in optics.
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          T
he advent of satellite-based remote 
sensing of ocean color in the late 
1970s ( 1) provided the first large-

scale views of chlorophyll distributions in 
the upper ocean. These distributions are 
a proxy for the biomass of phytoplankton, 
which drive oceanic productivity. More 
recently, ocean color measurements have 
been combined with satellite data on sea-
surface height (SSH) and other physical 
properties of the ocean to elucidate the pro-
cesses that regulate primary production in 

the sea. On page 328 of this issue, Chelton et 

al. ( 2) further advance this fi eld by showing 
that ocean eddies exert a strong infl uence on 
near-surface chlorophyll.

Initial comparisons ( 3,  4) of satellite 
ocean color measurements and SSH data 
showed that some of the variability in ocean 
color was associated with large-scale SSH 
patterns that propagate westward in extra-
tropical latitudes. The authors attributed 
these patterns to planetary or Rossby waves, 
which are freely propagating modes of large-
scale variability in the ocean. Four basic 
processes have been proposed to explain 
the observed relations, including lateral 

Eddies Masquerade as 
Planetary Waves

OCEANS

Dennis J. McGillicuddy Jr.

Variabilities in sea-level and upper-ocean chlorophyll reveal the systematic infl uence of 

nonlinear eddies.
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Light Propagation with Phase
Discontinuities: Generalized Laws of
Reflection and Refraction
Nanfang Yu,1 Patrice Genevet,1,2 Mikhail A. Kats,1 Francesco Aieta,1,3 Jean-Philippe Tetienne,1,4

Federico Capasso,1* Zeno Gaburro1,5*

Conventional optical components rely on gradual phase shifts accumulated during light
propagation to shape light beams. New degrees of freedom are attained by introducing abrupt
phase changes over the scale of the wavelength. A two-dimensional array of optical resonators
with spatially varying phase response and subwavelength separation can imprint such phase
discontinuities on propagating light as it traverses the interface between two media. Anomalous
reflection and refraction phenomena are observed in this regime in optically thin arrays of metallic
antennas on silicon with a linear phase variation along the interface, which are in excellent
agreement with generalized laws derived from Fermat’s principle. Phase discontinuities provide
great flexibility in the design of light beams, as illustrated by the generation of optical vortices
through use of planar designer metallic interfaces.

The shaping of the wavefront of light with
optical components such as lenses and
prisms, as well as diffractive elements such

as gratings and holograms, relies on gradual phase
changes accumulated along the optical path. This
approach is generalized in transformation optics
(1, 2), which uses metamaterials to bend light
in unusual ways, achieving such phenomena as
negative refraction, subwavelength-focusing, and
cloaking (3, 4) and even to explore unusual ge-
ometries of space-time in the early universe (5).
A new degree of freedom of controlling wave-
fronts can be attained by introducing abrupt phase
shifts over the scale of the wavelength along the
optical path, with the propagation of light gov-
erned by Fermat’s principle. The latter states that
the trajectory taken between two points A and B
by a ray of light is that of the least optical path,
∫BAn(

→r )dr, where n(→r ) is the local index of re-
fraction, and readily gives the laws of reflection
and refraction between two media. In its most
general form, Fermat’s principle can be stated as
the principle of stationary phase (6–8); that is,
the derivative of the phase ∫BAdϕ(→r ) accumu-
lated along the actual light path will be zero with
respect to infinitesimal variations of the path. We
show that an abrupt phase shift F(→rs) over the
scale of the wavelength can be introduced in the
optical path by suitably engineering the interface

between two media; F(→rs) depends on the co-
ordinate →rs along the interface. Then, the total
phase shift F(→rs)þ ∫BA

→
k ⋅ d→r will be stationary

for the actual path that light takes;
→
k is the wave

vector of the propagating light. This provides a
generalization of the laws of reflection and re-
fraction, which is applicable to a wide range of
subwavelength structured interfaces between two
media throughout the optical spectrum.

Generalized laws of reflection and refraction.
The introduction of an abrupt phase shift, de-
noted as phase discontinuity, at the interface be-
tween two media allows us to revisit the laws of
reflection and refraction by applying Fermat’s
principle. Consider an incident plane wave at an
angle qi. Assuming that the two paths are infi-
nitesimally close to the actual light path (Fig. 1),
then the phase difference between them is zero

½koni sin(qi)dxþ (Fþ dF)# −

½kont sin(qt)dxþ F# ¼ 0 ð1Þ

where qt is the angle of refraction; F and F+dF
are, respectively, the phase discontinuities at the
locations where the two paths cross the interface;
dx is the distance between the crossing points; ni
and nt are the refractive indices of the two media;
and ko = 2p/lo, where lo is the vacuum wave-
length. If the phase gradient along the interface is
designed to be constant, the previous equation
leads to the generalized Snell’s law of refraction

sin(qt)nt − sin(qi)ni ¼
lo
2p

dF
dx

ð2Þ

Equation 2 implies that the refracted beam can
have an arbitrary direction, provided that a suit-
able constant gradient of phase discontinuity along
the interface (dF/dx) is introduced. Because of
the nonzero phase gradient in this modified Snell’s
law, the two angles of incidence Tqi lead to dif-
ferent values for the angle of refraction. As a
consequence, there are two possible critical an-

gles for total internal reflection, provided that
nt < ni:

qc ¼ arcsin þ−
nt
ni

−
lo
2pni

dF
dx

! "
ð3Þ

Similarly, for reflection we have

sin(qr) − sin(qi) ¼
lo
2pni

dF
dx

ð4Þ

where qr is the angle of reflection. There is a
nonlinear relation between qr and qi, which is
markedly different from conventional specular re-
flection. Equation 4 predicts that there is always a
critical angle of incidence

q′c ¼ arcsin 1 −
lo
2pni

####
dF
dx

####

! "
ð5Þ

above which the reflected beam becomes
evanescent.

In the above derivation, we have assumed that
F is a continuous function of the position along
the interface; thus, all the incident energy is trans-
ferred into the anomalous reflection and refraction.
However, because experimentally we use an array
of optically thin resonators with subwavelength
separation to achieve the phase change along
the interface, this discreteness implies that there
are also regularly reflected and refracted beams,
which follow conventional laws of reflection
and refraction (dF/dx = 0 in Eqs. 2 and 4). The
separation between the resonators controls
the amount of energy in the anomalously re-
flected and refracted beams. We have also
assumed that the amplitudes of the scattered
radiation by each resonator are identical, so that
the reflected and refracted beams are plane waves.
In the next section, wewill showwith simulations—
which represent numerical solutions of Maxwell’s
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Fig. 1. Schematics used to derive the generalized
Snell’s law of refraction. The interface between the
two media is artificially structured in order to in-
troduce an abrupt phase shift in the light path,
which is a function of the position along the in-
terface. F and F + dF are the phase shifts where
the two paths (blue and red) cross the boundary.
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equations—how, indeed, one can achieve the
equal-amplitude condition and the constant phase
gradient along the interface through suitable de-
sign of the resonators.

There is a fundamental difference between the
anomalous refraction phenomena caused by phase
discontinuities and those found in bulk designer
metamaterials, which are caused by either negative
dielectric permittivity and negative magnetic
permeability or anisotropic dielectric permittivity
with different signs of permittivity tensor com-
ponents along and transverse to the surface (3, 4).

Phase response of optical antennas.The phase
shift between the emitted and the incident radia-
tion of an optical resonator changes appreciably

across a resonance. By spatially tailoring the geom-
etry of the resonators in an array and hence their
frequency response, one can design the phase
discontinuity along the interface and mold the
wavefront of the reflected and refracted beams in
nearly arbitrary ways. The choice of the reso-
nators is potentially wide-ranging, from electro-
magnetic cavities (9, 10) to nanoparticle clusters
(11, 12) and plasmonic antennas (13, 14). We
concentrated on the latter because of their widely
tailorable optical properties (15–19) and the ease
of fabricating planar antennas of nanoscale thick-
ness. The resonant nature of a rod antenna made
of a perfect electric conductor is shown in Fig.
2A (20).

Phase shifts covering the 0-to-2p range are
needed to provide full control of the wavefront.
To achieve the required phase coverage while
maintaining large scattering amplitudes, we used
the double-resonance properties of V-shaped an-
tennas, which consist of two arms of equal length
h connected at one end at an angle D (Fig. 2B).
We define two unit vectors to describe the ori-
entation of aV-antenna: ŝ along the symmetry axis
of the antenna and â perpendicular to ŝ (Fig. 2B).
V-antennas support “symmetric” and “antisym-
metric”modes (Fig. 2B, middle and right), which
are excited by electric-field components along ŝ
and â axes, respectively. In the symmetric mode,
the current distribution in each arm approximates

Fig. 2. (A) Calculated phase and amplitude of
scattered light from a straight rod antenna made of
a perfect electric conductor (20). The vertical dashed
line indicates the first-order dipolar resonance of
the antenna. (B) A V-antenna supports symmetric
and antisymmetric modes, which are excited, re-
spectively, by components of the incident field along
ŝ and â axes. The angle between the incident po-
larization and the antenna symmetry axis is 45°.
The schematic current distribution is represented
by colors on the antenna (blue for symmetric and
red for antisymmetric mode), with brighter color
representing larger currents. The direction of cur-
rent flow is indicated by arrows with color gradient.
(C) V-antennas corresponding to mirror images of
those in (B). The components of the scattered elec-
tric field perpendicular to the incident field in (B)
and (C) have a p phase difference. (D and E) An-
alytically calculated amplitude and phase shift of
the cross-polarized scattered light for V-antennas
consisting of gold rods with a circular cross section
and with various length h and angle between the
rods D at lo = 8 mm (20). The four circles in (D) and
(E) indicate the values of h and D used in exper-
iments. The rod geometry enables analytical cal-
culations of the phase and amplitude of the scattered
light, without requiring the extensive numerical
simulations needed to compute the same quan-
tities for “flat” antennas with a rectangular cross-
section, as used in the experiments. The optical
properties of a rod and “flat” antenna of the same
length are quantitatively very similar, when the
rod antenna diameter and the “flat” antenna
width and thickness are much smaller than the
length (20). (F) Schematic unit cell of the plasmonic
interface for demonstrating the generalized laws of
reflection and refraction. The sample shown in Fig. 3A
is created by periodically translating in the x-y plane
the unit cell. The antennas are designed to have
equal scattering amplitudes and constant phase
differenceDF = p/4 between neighbors. (G) Finite-
difference time-domain (FDTD) simulations of the
scattered electric field for the individual antennas
composing the array in (F). Plots show the scat-
tered electric field polarized in the x direction for
y-polarized plane wave excitation at normal in-
cidence from the silicon substrate. The silicon
substrate is located at z ≤ 0. The antennas are equally spaced at a sub-
wavelength separation G/8, where G is the unit cell length. The tilted red
straight line in (G) is the envelope of the projections of the spherical waves
scattered by the antennas onto the x-z plane. On account of Huygens’s

principle, the anomalously refracted beam resulting from the superposi-
tion of these spherical waves is then a plane wave that satisfies the
generalized Snell’s law (Eq. 2) with a phase gradient |dF/dx| = 2p/G along
the interface.
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that of an individual straight antenna of length
h (Fig. 2B, middle), and therefore the first-order
antenna resonance occurs at h ≈ leff/2, where
leff is the effective wavelength (14). In the anti-
symmetric mode, the current distribution in each
arm approximates that of one half of a straight
antenna of length 2h (Fig. 2B, right), and the
condition for the first-order resonance of this
mode is 2h ≈ leff/2.

The polarization of the scattered radiation
is the same as that of the incident light when
the latter is polarized along ŝ or â. For an ar-
bitrary incident polarization, both antenna modes
are excited but with substantially different am-
plitude and phase because of their distinctive reso-
nance conditions. As a result, the scattered light
can have a polarization different from that of the
incident light. These modal properties of the
V-antennas allow one to design the amplitude,
phase, and polarization state of the scattered light.
We chose the incident polarization to be at 45°
with respect to ŝ and â so that both the symmetric
and antisymmetric modes can be excited and
the scattered light has a substantial component
polarized orthogonal to that of the incident light.
Experimentally, this allows us to use a polarizer
to decouple the scattered light from the excitation.

As a result of the modal properties of the
V-antennas and the degrees of freedom in choosing
antenna geometry (h and D), the cross-polarized
scattered light can have a large range of phases
and amplitudes for a given wavelength lo; ana-

lytical calculations of the amplitude and phase
response of V-antennas assumed to be made of
gold rods are shown in Fig. 2, D and E. In Fig.
2D, the blue and red dashed curves correspond to
the resonance peaks of the symmetric and anti-
symmetric modes, respectively. We chose four
antennas detuned from the resonance peaks, as
indicated by circles in Fig. 2, D and E, which
provide an incremental phase of p/4 from left to
right for the cross-polarized scattered light. By
simply taking the mirror structure (Fig. 2C) of an
existing V-antenna (Fig. 2B), one creates a new
antenna whose cross-polarized radiation has an ad-
ditional p phase shift. This is evident by observing
that the currents leading to cross-polarized radia-
tion are p out of phase in Fig. 2, B and C. A set of
eight antennas were thus created from the initial
four antennas, as shown in Fig. 2F. Full-wave sim-
ulations confirm that the amplitudes of the cross-
polarized radiation scatteredby the eight antennas are
nearly equal,with phases inp/4 increments (Fig. 2G).

A large phase coverage (~300°) can also be
achieved by using arrays of straight antennas (fig.
S3). However, to obtain the same range of phase
shift their scattering amplitudes will be substan-
tially smaller than those of V-antennas (fig. S3).
As a consequence of its double resonances, the
V-antenna instead allows one to design an array
with phase coverage of 2p and equal, yet high,
scattering amplitudes for all of the array elements,
leading to anomalously reflected and refracted
beams of substantially higher intensities.

Experiments on anomalous reflection and
refraction. We demonstrated experimentally the
generalized laws of reflection and refraction
using plasmonic interfaces constructed by peri-
odically arranging the eight constituent antennas
as explained in the caption of Fig. 2F. The spacing
between the antennas should be subwavelength
so as to provide efficient scattering and to prevent
the occurrence of grating diffraction. However, it
should not be too small; otherwise, the strong near-
field coupling between neighboring antennas
would perturb the designed scattering amplitudes
and phases. A representative sample with the
densest packing of antennas,G = 11 mm, is shown
in Fig. 3A, where G is the lateral period of the
antenna array. In the schematic of the experimen-
tal setup (Fig. 3B), we assume that the cross-
polarized scattered light from the antennas on the
left side is phase-delayed as compared with the
ones on the right. By substituting into Eq. 2 –2p/G
for dF/dx and the refractive indices of silicon
and air (nSi and 1) for ni and nt, we obtain the
angle of refraction for the cross-polarized beam

qt,⊥ = arcsin[nSisin(qi) – lo/G]

Figure 3C summarizes the experimental results
of the ordinary and the anomalous refraction for
six samples with different G at normal incidence.
The incident polarization is along the y axis in
Fig. 3A. The sample with the smallest G corre-
sponds to the largest phase gradient and the most

Fig. 3. (A) Scanning electron microscope (SEM)
image of a representative antenna array fabricated
on a silicon wafer. The unit cell of the plasmonic
interface (yellow) comprises eight gold V-antennas
of width ~220 nm and thickness ~50 nm, and it
repeats with a periodicity of G = 11 mm in the x
direction and 1.5 mm in the y direction. (B) Schematic
experimental setup for y-polarized excitation (electric
field normal to the plane of incidence). (C and D)
Measured far-field intensity profiles of the refracted
beams for y- and x-polarized excitations, respective-
ly. The refraction angle is counted from the normal
to the surface. The red and black curves are mea-
sured with and without a polarizer, respectively, for
six samples with differentG. The polarizer is used to
select the anomalously refracted beams that are
cross-polarized with respect to the excitation. The
amplitude of the red curves is magnified by a factor
of two for clarity. The gray arrows indicate the
calculated angles of anomalous refraction according
to Eq. 6.

ð6Þ
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efficient light scattering into the cross-polarized
beams. We observed that the angles of anoma-
lous refraction agree well with theoretical pre-
dictions of Eq. 6 (Fig. 3C). The same peak
positions were observed for normal incidence,
with polarization along the x axis in Fig. 3A (Fig.
3D). To a good approximation, we expect that the
V-antennas were operating independently at the
packing density used in experiments (20). The
purpose of using a large antenna array (~230 mm
by 230 mm) is solely to accommodate the size
of the plane-wave–like excitation (beam radius
~ 100 mm). The periodic antenna arrangement
is used here for convenience but is not necessary
to satisfy the generalized laws of reflection and
refraction. It is only necessary that the phase
gradient is constant along the plasmonic interface
and that the scattering amplitudes of the antennas
are all equal. The phase increments between
nearest neighbors do not need to be constant, if
one relaxes the unnecessary constraint of equal
spacing between nearest antennas.

The angles of refraction and reflection are
shown in Fig. 4, A and B, respectively, as a
function of qi for both the silicon-air interface
(black curves and symbols) and the plasmonic
interface (red curves and symbols) (20). In the
range of qi = 0° to 9°, the plasmonic interface

Fig. 4. (A) Angle of refraction versus angle of incidence for the ordinary (black curve and triangles)
and anomalous refraction (red curve and dots) for the sample with G = 15 mm. The curves are
theoretical calculations made by using the generalized Snell’s law for refraction (Eq. 2), and the
symbols are experimental data extracted from refraction measurements as a function of the angle of
incidence (20). The shaded region represents “negative” refraction for the cross-polarized light, as
illustrated in the inset. The blue arrows indicate the modified critical angles for total internal reflection.
(B) Angle of reflection versus angle of incidence for the ordinary (black curve) and anomalous (red
curve and dots) reflection for the sample with G = 15 mm. The top left inset is the zoom-in view. The
curves are theoretical calculations made by using Eq. 4, and the symbols are experimental data
extracted from reflection measurements as a function of the angle of incidence (20). The shaded
region represents “negative” reflection for the cross-polarized light, as illustrated in the bottom right
inset. The blue arrow indicates the critical angle of incidence above which the anomalously reflected
beam becomes evanescent. Experiments with lasers emitting at different wavelengths show that the
plasmonic interfaces are broadband, anomalously reflecting and refracting light from l ≈ 5 mm to l ≈
10 mm.

Fig. 5. (A) SEM image of a plasmonic interface that
creates an optical vortex. The plasmonic pattern
consists of eight regions, each occupied by one
constituent antenna of the eight-element set of Fig.
2F. The antennas are arranged so as to generate a
phase shift that varies azimuthally from 0 to 2p, thus
producing a helicoidal scattered wavefront. (B) Zoom-in
view of the center part of (A). (C and D) Respectively,
measured and calculated far-field intensity distributions
of an optical vortex with topological charge one. The
constant background in (C) is due to the thermal ra-
diation. (E and F) Respectively, measured and calcu-
lated spiral patterns created by the interference of the
vortex beam and a co-propagating Gaussian beam. (G
and H) Respectively, measured and calculated interfer-
ence patterns with a dislocated fringe created by the
interference of the vortex beam and a Gaussian beam
when the two are tilted with respect to each other. The
circular border of the interference pattern in (G) arises
from the finite aperture of the beam splitter used to
combine the vortex and the Gaussian beams (20). The
size of (C) and (D) is 60mm by 60mm, and that of (E)
to (H) is 30 mm by 30 mm.
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exhibits “negative” refraction and reflection for
the cross-polarized scattered light (schematics are
shown in the bottom right insets of Fig. 4, A and
B). The critical angle for total internal reflection
is modified to ~–8° and +27° (Fig. 4A, blue ar-
rows) for the plasmonic interface in accordance
with Eq. 3, comparedwith T17° for the silicon-air
interface; the anomalous reflection does not exist
beyond qi = –57° (Fig. 4B, blue arrow).

At normal incidence, the ratio of intensity R
between the anomalously and ordinarily refracted
beams is ~0.32 for the sample with G = 15 mm
(Fig. 3C). R rises for increasing antenna packing
densities (Fig. 3, C and D) and increasing angles
of incidence [up to R ≈ 0.97 at qi = 14° (fig.
S1B)]. Because of the experimental configuration,
we are not able to determine the ratio of intensity
between the reflected beams (20), but we expect
comparable values.

Vortex beams created by plasmonic interfaces.
To demonstrate the versatility of the concept of
interfacial phase discontinuities, we fabricated a
plasmonic interface that is able to create a vortex
beam (21, 22) upon illumination by normally in-
cident linearly polarized light. Avortex beam has
a helicoidal (or “corkscrew-shaped”) equal-phase
wavefront. Specifically, the beam has an azi-
muthal phase dependence exp(ilϕ) and carries an
orbital angular momentum of L ¼ lℏ per photon
(23). Here, the topological charge l is an integer,
indicating the number of twists of the wavefront
within one wavelength; ϕ is the azimuthal angle
with respect to the beam axis; and ℏ is the
reduced Planck constant. These peculiar states
of light are commonly generated by using a spiral
phase plate (24) or a computer-generated holo-
gram (25) and can be used to rotate particles (26)
or to encode information in optical communica-
tion systems (27).

The plasmonic interface was created by arrang-
ing the eight constituent antennas as shown in
Fig. 5, A and B. The interface introduces a spiral-
like phase shift with respect to the planar wave-
front of the incident light, creating a vortex beam
with l = 1. The vortex beam has an annular in-
tensity distribution in the cross section, as viewed
in a mid-infrared camera (Fig. 5C); the dark re-
gion at the center corresponds to a phase singu-
larity (22). The spiral wavefront of the vortex
beam can be revealed by interfering the beam
with a co-propagating Gaussian beam (25), pro-
ducing a spiral interference pattern (Fig. 5E). The
latter rotates when the path length of theGaussian
beam was changed continuously relative to that
of the vortex beam (movie S1). Alternatively, the
topological charge l = 1 can be identified by a
dislocated interference fringe when the vortex and
Gaussian beams interfere with a small angle (Fig.
5G) (25). The annular intensity distribution and
the interference patterns were well reproduced in
simulations (Fig. 5, D, F, and H) by using the
calculated amplitude and phase responses of the
V-antennas (Fig. 2, D and E).

Concluding remarks. Our plasmonic inter-
faces, consisting of an array of V-antennas, im-

part abrupt phase shifts in the optical path, thus
providing great flexibility in molding of the op-
tical wavefront. This breaks the constraint of stan-
dard optical components, which rely on gradual
phase accumulation along the optical path to
change the wavefront of propagating light. We
have derived and experimentally confirmed gen-
eralized reflection and refraction laws and studied
a series of intriguing anomalous reflection and
refraction phenomena that descend from the
latter: arbitrary reflection and refraction angles
that depend on the phase gradient along the
interface, two different critical angles for total
internal reflection that depend on the relative
direction of the incident light with respect to the
phase gradient, and critical angle for the reflected
beam to be evanescent. We have also used a
plasmonic interface to generate optical vortices
that have a helicoidal wavefront and carry orbit-
al angular momentum, thus demonstrating the
power of phase discontinuities as a design tool
of complex beams. The design strategies presented
in this article allow one to tailor in an almost
arbitrary way the phase and amplitude of an
optical wavefront, which should have major im-
plications for transformation optics and integrated
optics. We expect that a variety of novel planar
optical components such as phased antenna arrays
in the optical domain, planar lenses, polarization
converters, perfect absorbers, and spatial phase
modulators will emerge from this approach.

Antenna arrays in the microwave and
millimeter-wave regions have been used for the
shaping of reflected and transmitted beams in
the so-called “reflectarrays” and “transmitarrays”
(28–31). These typically consist of a double-layer
structure comprising a planar array of antennas
and a ground plane (in the case of reflectarrays)
or another array (in the case of transmitarrays),
separated by a dielectric spacer of finite thick-
ness. Reflectarrays and transmitarrays cannot be
treated as a single interface for which one can
write down the generalized laws because they
rely on both antenna resonances and the propa-
gation of waves in the spacer to achieve the
desired phase control. The generalization of the
laws of reflection and refraction we present is
made possible by the deeply subwavelength thick-
ness of our optical antenna arrays and their asso-
ciated abrupt phase changes, with no contribution
from propagation effects. These generalized laws
apply to the whole optical spectrum for suitable
designer interfaces and can be a guide for the
design of new photonic devices.
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Materials and Methods 

Gold V-antenna arrays, 230 Pm u 230 Pm in size, were fabricated using electron-
beam lithography on 280-Pm thick intrinsic silicon wafers. The thickness of gold is 50 
nm and 10-nm titanium is used as the adhesion layer. The width of the antenna arms is 
~220 nm. The skin depth of gold (i.e., 1/e decay distance of the magnitude of electric 
field inside the metal) is ~25 nm at our operating wavelength Oo | 8 Pm. The arrays were 
surrounded by opaque gold masks. Note that there is native SiO2 of a couple of 
nanometers on our silicon wafers, and the oxidation has a strong but narrow lattice 
absorption band centered at Oo | 9 µm (32). The experiments were not significantly 
affected because our operating wavelength was on the wings of this absorption band. 

 
To demonstrate the generalized laws of reflection and refraction, antenna arrays with 

different packing densities were fabricated: the eight-antenna unit cell repeats in the 
horizontal direction with a periodicity of * = 11, 13, 15, 17, 19, or 21 Pm, and in the 
vertical direction with a periodicity of 1.5 Pm (one representative sample with * = 11 Pm 
is shown in Fig. 3A). The plasmonic interface for creating optical vortices consists of a 
square lattice of antennas with a lattice constant of 1.5 Pm (Figs. 5A and B).  

 
A buried-heterostructure quantum cascade laser (QCL) with central wavelength 8 

Pm and spectral width ~0.2 Pm was used as the light source in the experiments for 
demonstrating the generalized laws of reflection and refraction. The QCL was operated in 
pulsed mode with 1.5-Ps pulse width and 80-kHz repetition rate at room temperature and 
the average output power is about 5 mW. A one-inch diameter zinc selenide (ZnSe) lens 
with one-inch focal length was used to collimate the emission from the QCL and another 
one-inch diameter ZnSe lens with 20-inch focal length was used to focus the laser beam 
on the antenna array. The beam radius wo on the sample is ~100 Pm (wo is the radius at 
which the field amplitude drops to 1/e of the peak value), and the Rayleigh length of the 
Gaussian beam is ~4 mm. This ensures that the whole antenna array is illuminated by a 
plane-wave-like excitation. The laser beam was incident from the back side of the silicon 
wafer, which was not decorated with antennas. Because of the gold masks surrounding 
the arrays, the fraction of the incident beam that is not impinging on the array was 
completely reflected. The sample was mounted at the center of a motorized rotation 
stage, and a liquid-nitrogen-cooled mercury-cadmium-telluride (MCT) detector ~15 cm 
away was angularly scanned to measure the far-field intensity profiles. Our 
measurements were performed with a resolution of 0.2 degrees. A polarizer was added 
between the sample and the detector to isolate antenna radiation cross-polarized with 
respect to the incident light. 

 
The experimental setup for creating and characterizing the vortex beams was based 

on the above setup except for the following changes. A distributed-feedback continuous-
wave QCL emitting monochromatic light at Oo = 7.75 µm with average output power a 
few mW was used as the light source. The buried heterostructure QCL used in the 
previous experiment has multiple longitudinal modes, which blur interference fringes, 
making vortex characterization impossible. A beam splitter was placed in the path of the 



 
 

3 
 

incident beam, between the lens with 20-inch focal length and the sample. The 
transmitted light from the splitter impinged on the vortex sample (Fig. 5A), while the 
reflected light was flipped in polarization by 90 degrees and beam-expanded to serve as a 
reference beam. After passing through the sample, the output in crossed polarization was 
isolated by the polarizer and was then allowed to interfere with the reference beam. A 
mid-infrared camera was used to record the interference fringes.  
 

SOM Text 
Dipolar resonances of optical antennas 

The amplitude and phase response of the rod antenna presented in Fig. 2A is 
calculated by analytically solving Hallén’s integral equations for linear antennas (33). 
The antenna is located in vacuum and has a variable length L and a circular cross-section 
with radius a = L/50. Incident monochromatic light impinges normal to the axis of the 
rod and is polarized along it. The scattered light is monitored in the far-field along the 
direction of the incident light. The phase of the scattered light is defined relative to that of 
the excitation. 

 
The phase response versus the length of a straight rod antenna can be understood 

qualitatively in the following way. First, for an optically small antenna (L/Oo << 1), the 
charges in the antenna instantaneously follows the incident field, exp( )inc incq E E i tZv  �� , 
where q�  is the accumulated charges at one end of the antenna. Therefore, the emitted 
light, which is proportional to the acceleration of the charges (Larmor formula (34)), is 

2 2 2/scat incE q t EZv w w v �� �� . That is, the incident and scattered light are S out of phase. At 
the first-order antenna resonance (L/Oo ~ 1/2), the incident field is in phase with the 
current at the center of the antenna incI Ev� � and therefore drives the current most 
efficiently. As a result, 2 2/ /scat incE q t I t i EZv w w v w w v� � �� : the phase difference between 

scatE�  and incE� is S/2. For a long antenna with length comparable to the wavelength (L/Oo ~ 
1), the antenna impedance (defined as the incident field divided by the current at the 
center of the antenna) is primarily inductive, incI iEv�� � . Therefore, the scattered and 
incident light are almost in phase, /scat incE I t Ev w w v� � � .  

 
In summary, at a fixed excitation wavelength, the antenna impedance changes from 

capacitive, to resistive, and to inductive cross a resonance as the antenna length increases. 
A single antenna resonance is therefore only able to provide a range of phase change at 
most S between the scattered and incident light without resorting to mirror structures as 
demonstrated in Figs. 2B and C.  

 
The phase coverage of a straight rod antenna cannot be extended beyond S by using 

higher-order antenna resonances. Figure S2 shows the first three resonances of a straight 
rod antenna calculated by solving Hallén’s integral equations (33). The phase of the 
scattered light changes within a range of S (Fig. S2A) and the phase shifts at all antenna 
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resonances are ~S/2 (Fig. S2A, zoom-in views). These phenomena can be understood by 
studying the instantaneous current distributions at antenna resonances. In Fig. S2B 
positive (negative) value of current means that the current flow is in the same (opposite) 
direction with respect to that of the instantaneous incident electric field. The number of 
positive lobes in any current distribution is larger than that of negative lobes by one (for 
example, three versus two for the third-order antenna resonance). Therefore, at 
resonances, the far-field radiation monitored in the broadside direction (perpendicular to 
the antenna axis) is contributed primarily by one positive current lobe (radiations 
generated by a pair of lobes with opposite signs interfere destructively) and will have the 
same phase. Indeed, in theory, for an infinitely-thin antenna made of perfect electric 
conductors, the phase shift between the scattered and incident light will always be S/2 at 
resonances (33). It is not exactly S/2 in our calculations because of the finite antenna 
radius. 

 
Figure S2C shows the far-field radiation profiles for the first three antenna 

resonances. Antennas at higher-order resonances support current standing waves with 
multiple lobes, leading to complicated radiation patterns with a non-uniform spatial phase 
distribution. They are therefore undesirable for the construction of plasmonic interfaces. 
Antennas operating at the first-order resonance instead produce spherical wavefronts 
(33): the phase of radiation is constant over the wavefront and the main lobe of the 
radiation is broad (Fig. S2C). In our experiments the V-antennas were designed to 
operate in the vicinity of the first-order resonance for both the symmetric and 
antisymmetric modes (Fig. 2D). 

 
Plasmonic interface consisting of straight antennas 

A plasmonic interface conceptually simpler than the one presented in the main text 
could be constructed using arrays of straight rod antennas. The phase and amplitude of 
the cross-polarized radiation could be controlled by the length and orientation of the rods 
(Fig. S3). However, the phase shift cannot cover the complete 2S range while 
maintaining large scattering amplitudes in this case.  

 
Figures S3A and B show, respectively, the amplitude and phase shift of cross-

polarized radiation from a straight rod antenna as a function of its length and orientation. 
When the rod is aligned with the incident polarization, the largest antenna current is 
excited but no light is scattered into the orthogonal polarization direction; when the rod is 
perpendicular to the incident polarization, no antenna current is excited. Therefore, the 
amplitude of the cross-polarized scattered light vanishes for 4 = 0, 90, and 180 degrees in 
Fig. S3A; 4 is the angle between the rod axis and the incident polarization. The 
scattering of light into the cross-polarization is most efficient when 4 = 45 or 135 
degrees. The phases of antenna radiation differ by S for mirror-symmetric antennas with 
orientation angles 4 and 180 � 4 degrees, respectively (the left and right halves of Fig. 
S3B).  

 
To reconstruct plane waves from the cross-polarized scattered waves from an 

antenna array, the scattering amplitude of the array elements must be constant. This 
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constraint defines a family of equal-value contours in the amplitude response as a two 
dimensional function of the antenna's parameters L and 4. One such contour is shown as 
the dashed curve in Fig. S3A. The curve represents the loci of mutually compatible 
parameters L and 4, in terms of the same amplitude response. The transfer of each 
contour to the phase response diagram shows the available phase range for that specific 
amplitude. For the previous example, the dashed curve in Fig. S3B indicates that the 
available phase coverage is only about 110 degrees, from -30 degrees to -140 degrees, for 
a scattering amplitude about half of the maximum value. This phase range can be doubled 
to about 220 degrees with mirror-symmetric antennas. The phase coverage can 
potentially reach ~325 degrees (according to the color map of Fig. S3B) for rod antennas 
but the corresponding scattering amplitude will be very small. As a consequence of its 
double resonances, the V-antenna discussed in the main text instead allows one to design 
an array with phase coverage of 2S and large scattering amplitudes (~75% of the 
maximum, according to Fig. 2D) for all of the array elements. 

 
Scattering and absorption cross-sections of V-antennas 

The simulated scattering and absorption cross-sections for the four constituent 
antennas (Figs. 2D and E) are shown in Fig. S4. These were calculated based on finite-
different time-domain simulations using realistic materials properties (35). The 
simulation results indicate that at Oo = 8 µm the scattering cross-sections Vscat of the 
antennas range from 0.7 to 2.5 Pm2, which are comparable to or smaller than the average 
area each antenna occupies, Vaver (i.e., the total area of the array divided by the number of 
antennas). For example, Vaver is ~2.06 Pm2 for the sample with the densest packing 
corresponding to *= 11 Pm (Fig. 3A). Therefore, it is reasonable to assume that near-
field coupling between antennas will introduce only small deviations from the response 
of isolated antennas. Figure S4 also shows that the absorption cross-sections Vabs are ~5-7 
times smaller than Vscat, indicating comparatively small Ohmic losses in the antennas. 

 
Analytical model for V-antennas 

The optical properties of V-antennas are calculated by solving the integral equations 
for the currents of the symmetric and antisymmetric antenna modes. Once the current 
distributions are known, the far-field radiation of V-antennas can be readily calculated. 
Note that the complete derivation is lengthy and we only describe the framework of our 
model, which includes:  

 
1. The integral equations and boundary conditions for the symmetric and 

antisymmetric antenna modes, and  
2. The analytical solutions to the equations based on an iteration method. 
 
We assume that the V-antennas are made of gold rods with a circular cross-section 

with radius a embedded in a homogenous dielectric material with refractive index neff 
(Fig. S5). Such geometry is chosen for the convenience of analytical derivation. We 
choose appropriate a and neff to make sure a proper modeling of the V-antennas used in 
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experiments, which were fabricated on silicon substrates and have a rectangular cross-
section. 

 
1. The antenna radius a was chosen to be 100 nm. Simulations show that gold rod 

antennas with such dimensions have very similar optical responses, in terms of the 
positions and the widths of the resonance peaks, compared to gold antennas with a 
rectangular cross-section of 220 nm u 50 nm (all other geometry and simulation 
conditions kept the same). 

2. The effective refractive index neff was chosen to be 2.6. Simulations of straight 
rectangular antennas placed on a silicon substrate were conducted and neff was extracted 
by using an empirical formula for the first-order antenna resonance (36): Ores | 
2.1(L+w)neff , where Ores is the resonance wavelength, L and w are, respectively, the 
antenna length and width. The extracted value is close to theoretical estimation of neff 
(36): neff  | [(nair

2+ nSi
2)/2]1/2 = 2.52, where nSi = 3.4 is the refractive index of silicon at Oo 

= 8 Pm.  
 
In our theoretical model, the V-antenna is located in the z-x plane (Fig. S5). The two 

antenna rods, denoted No. 1 and No. 2, are aligned with z- and s-axis, respectively. The 
wavevector of the linearly polarized incident light, E

&
, lies in the symmetry plane of the 

V-antenna (light blue in Fig. S5A) and the angle between E
&

 and the z-x plane is T.  
 
The antenna response can be decomposed into a linear combination of two modes 

characterized by symmetric and antisymmetric current distributions as discussed in the 
main text. For the antisymmetric mode, the currents in the two rods satisfy:  

� � � �1 2
a a
z sI z I s �   for z s      (s1) 

while for the symmetric mode: 
� � � �1 2

s s
z sI z I s     for z s      (s2) 

where we have used superscripts “a” and “s” to distinguish the two modes. 
 

The boundary condition on the surface of the rod No. 1 reads: 
21

1 1 1 12 0z z z
jE j A A A

z z
I ZZ E

E
w w§ · � �  � �� �  ¨ ¸w w© ¹

&
       (s3) 

where 1A
&

 and 1I  are the vector and scalar potentials on the surface of the rod No. 1, 

respectively, 1zA  is the z-component of 1A
&

, E  is wavevector, and Z  is angular 

frequency. Note that we have used the Lorentz gauge 
2

1 1A j E I
Z

� �  �
&

. Equation (s3) 

states that the tangential component of the electric field on the surface of the rod E1z is 
zero, which is only valid for antennas made of perfect electric conductors. It can be 
generalized to account for realistic metals, which will be discussed at the end of this 
section. 
 

There are two additional boundary conditions at the ends and joint of the V-antenna. 
For the antisymmetric mode, we have: 
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1 2( ) ( ) 0a a
z sI z h I s h              (s4) 

1 2( 0) ( 0) 0a az sI I               (s5) 
The latter is due to antisymmetry: the scalar potentials of the two rods must have opposite 
signs and the same magnitude for the antisymmetric mode, 1 2( ) ( )a az sI I � ; meanwhile, 
due to electrical contact of the two rods at the joint, we should have 1 2( 0) ( 0)a az sI I   
. As a result, the scalar potentials at the joint can only be zero. 
 

For the symmetric mode, we have: 
1 2( ) ( ) 0s s
z sI z h I s h                      (s6) 
� � � �1 20 0 0s s

z sA z A s   |                (s7) 
The vector potentials at the joint are nearly zero because they are primarily determined by 
the currents in the immediate vicinity of the joint (Eqs. (s9)-(s11)), which are nearly zero 
for the symmetric mode. For a better approximation, one can calculate � �1 0s

zA z   
assuming that the current distribution in the rods is the same as that of an isolated straight 
rod antenna of length h and use the result to replace the zero at the right-hand side of (s7). 
 

There are three contributions to the vector potential on an antenna rod: that due to 
the current distribution of the antenna rod (“self interaction”), that due to the current 
distribution of the other antenna rod (“mutual interaction”), and that due to the incident 
light. For example, 1 11 12 13

a a a a
z z z zA A A A � �  is the vector potential on the surface of the first 

antenna rod for the antisymmetric mode, where the three terms on the right-hand side 
represent the three contributions, respectively. As a result, Eq. (s3) can be rewritten as  

� � � �
2 2

11 12 2 212
11 12 13 132 0

a a a
z z a a a ax

z z z

A A AA A A A
z z x z

E E
ª ºw � w w§ ·« »� � � � � � �  ¨ ¸w w w w© ¹« »¬ ¼

&

       
 (s8) 

where 

� � � �11 1 1 10
( )exp , / ,

4
ha ao

z zA I z j R z z R z z dzP E
S

c c c c �ª º¬ ¼³                (s9) 

� � � � � �

� � � � � �

12 2 12 120

1 12 120

cos ( )exp , / ,
4

cos ( )exp , / ,
4

ha ao
z s

h ao
z

A I s j R z s R z s ds

I z j R z z R z z dz

P E
S

P E
S

c c c c ' �ª º¬ ¼

c c c c � ' �ª º¬ ¼

³

³
               (s10) 

� � � � � �12 1 12 120
sin ( )exp , / ,

4
ha ao

x zA I z j R z z R z z dzP E
S

c c c c � ' �ª º¬ ¼³                    (s11) 

are, respectively, contributions to the vector potential on the rod No. 1 from its own 
current, and from the z- and x-component of the current in the rod No. 2. 

2 2
1( , ) ( )R z z z z ac c � � and � �2 2 2

12 ( , ) 2 cosR z s z zs s ac c c � ' � �  are, respectively, 
the distances between the element of integration on the two rods (primed coordinates) 
and the monitor point on the rod No. 1 (Fig. S5B). oP is the magnetic permeability of the 
surrounding dielectric. Note that in (s10) and (s11), we have used the antisymmetric 
condition (s1). 
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The contribution to the vector potential on the rod No. 1 from the incident light 

satisfies the following equation (33): 
3 2

2
13 13 2(1 ) exp( )a a a

z inc
j qA A U jqz

z
EE
Z E

w
�� �  �

w

&
        (s12) 

in which 
� � � �cos cos / 2q E T '                    (s13) 

and 

� �
� � � � � �2 2 2

sin / 2
sin cos sin / 2

a
inca

inc

E
U

E T T
'

 
ª º� '¬ ¼

         (s14) 

where a
incE  is the component of the incident electric field that drives the antisymmetric 

mode (Fig. S5A).  
 

Using (s8) and boundary condition (s5), we can derive the integral equation for the 
current in the rod No. 1 for the antisymmetric mode: 

� � � �1 10

4 4( ) ( , ) cos sin ( ) exp( )
h a a a a a

z inc inc
o o

j jq jI z K z z dz C z U z J z U jqzS SE E
K E K

ª º�c c c  � � �« »
¬ ¼

³      

(s15) 
where  

� � � � � � � � � � � �1 1 12 12, exp , / , cos exp , / ,aK z z j R z z R z z j R z z R z zE Ec c c c c � � ' �ª º ª º¬ ¼ ¬ ¼         
(s16) 

� � > @ > @^ ` > @2 3
1 12 12 120 0

( ) sin ( ) 1 ( , ) exp ( , ) / ( , ) cos ( )
z ha a

zJ z I z j R w z j R w z R w z z dz z w dwE E Ec c c c c c ' � � �³ ³
(s17) 

oK  is the impedance of the surrounding medium, and C1 in (s15) is a constant to be 
determined.  
 

We then follow an iteration procedure as discussed in Ref. (33) and use boundary 
condition (s4) to eliminate C1 and solve the integral equation (s15). The current 
distribution in the rod No.1 for the antisymmetric mode to the nth-order correction is: 

0 0 0 0

0 0 0 0
1

0

/ ( ) / ( ) / /

( ) / / / ( ) /
4( )

( ) /

n n n n
a a am a am a am a am
inc mz m m mz

m m m m

n n n n
a a am a am a am a am
inc m mz mz m

m m m ma
z na

a amo
m

m

U H F h H h F

jqU G h F G F h
jI z

F h

\ \ \ \

\ \ \ \
ES

K \ \

    

    

 

ª º� �« »¬ ¼
ª º�« »� ¬ ¼ 

¦ ¦ ¦ ¦

¦ ¦ ¦ ¦

¦
        

(s18) 
in which  

� � � �
� � � � � �

0

cos cos
,

cos cos
ha az h

K z z dz
z h

E E
\

E E
c �

c c 
�³              (s19) 
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( ) ( )a a a
mz m mF F z F h � , ( ) ( )a a a

mz m mG G z G h � , ( ) ( )a a a
mz m mH H z H h �            (s20) 

� �0 ( ) cosaF z zE , � �0 ( ) sinaG z zE , 0 ( ) exp( )aH z jqz               (s21) 
and 

1, 1, 1 1,0
( ) ( , ) ( ( ) , )

ha a a a a a a a
m m z m z z m zX z X X K z z dz J I z X z\ c c� � �c c c � �  ³        for  1mt            

(s22) 
where X  can be F , G , or H , and 1 1,( ( ) , )a a a

z m zJ I z X zc�c   is the same as ( )aJ z  in (s17) 

but with 1,
a
m zX c�  substituted for 1 ( )a

zI zc .  
 

According to (s18), the solution with the first-order correction is: 

� � � � > @

� �
1

1 ,1
1

exp( )cos exp( )cos sin ( ) ( ) /
4( )

cos /

a a a a
inc inc

a
z st a a a

o

jqU jqh z jqz h U h z M z
jI z

h A

E E E \
S E

K \ E \

� � � � �ª º¬ ¼�
 

�
(s23) 

where 
1 0 1 1 0 0 1 1 0

0 1 1 0 0 1 1 0

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

a a a a a a a a
inc z z z z

a a a a a a a
inc z z z z

M z U H F h H F h H h F H h F

jqU G h F G h F G F h G F h
E

ª º � � �¬ ¼

ª º� � � �¬ ¼
           (s24) 

and 
1 1 ( )a aA F h                (s25) 

 
The zeroth-order current for normal incidence ( 0q  ) is 

� � � �
� �1 ,0,

cos cos4( )
cos

a
a inc
z normal a

o

z hjUI z
h

E ES
K \ E

�
              (s26) 

which is exactly the same as the zeroth-order solution of the current in an infinitely-thin 
straight receiving antenna of length 2h  (33). This makes sense because in the zeroth-
order approximation the electromagnetic interactions between different parts of a V-
antenna are not considered. Therefore its optical response is only determined by the 
antenna length as shown in (s26). 
 

We can similarly derive the integral equation for the current in the rod No. 1 for the 
symmetric mode: 

� � � �1 20

4 4( ) ( , ) cos sin ( ) exp( )
h s s s s s

z inc inc
o o

j jI z K z z dz U z C z J z U jqzS SE E
K K
�c c c ª º � � � �¬ ¼³     

(s27) 
where 

� � � � � � � � � � � �1 1 12 12, exp , / , cos exp , / ,sK z z j R z z R z z j R z z R z zE Ec c c c c � � ' �ª º ª º¬ ¼ ¬ ¼        
(s28) 

> @ � �^ `0

4( ) ( ) cos ( ) sin ( 0)
zs s s

x x
o

jJ z w z w dw z zS E [ E E [
K

 � �  ³        (s29) 
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� � � � � � � �2 3
1 12 12 122 0

( ) sin ( ) 1 , exp , / ,
4

hs so
x z

jz I z j R z z j R z z R z z z dzZP[ E E
SE

c c c c c c ' � �ª º ª º¬ ¼ ¬ ¼³
      

(s30)
 � � � �

� � � � � �2 2 2

sin cos / 2
sin cos sin / 2

s
incs

inc

E
U

T
E T T

'
 

ª º� '¬ ¼
       (s31) 

in which s
incE  is the component of the incident electric field that drives the symmetric 

mode (Fig. S5A).  
 

The current distribution in the rod No.1 for the symmetric mode to the nth-order 
correction is 

0 0 0 0

0 0 0 0
1

0

( ) / / / ( ) /

/ ( ) / ( ) / /
4( )

( ) /

n n n n
s s sm s sm s sm s sm
inc m mz mz m

m m m m

n n n n
s s sm s sm s sm s sm
inc mz m m mz

m m m ms
z ns

s smo
m

m

U F h G F G h

U H G h H h G
jI z

G h

\ \ \ \

\ \ \ \
S

K \ \

    

    

 

ª º�« »¬ ¼
ª º� �« »� ¬ ¼ 

¦ ¦ ¦ ¦

¦ ¦ ¦ ¦

¦
            

(s32) 
where 

> @ � � � �
> @ � � � � � �

0

sin ( ) sin sin
,

sin ( ) sin sin
hs sh z z h

K z z dz
h z z h

E E E
\

E E E

c c� � �ª º¬ ¼ c c 
� � �ª º¬ ¼

³
           

(s33)
 

and F, G, and H are similarly defined as in (s20)-(s22). 
 

The current distribution with the first-order correction is: 
> @ � � � � � � � �

� �
1

1 ,1
1

sin ( ) exp sin exp sin ( ) /4( )
sin /

s s s s
inc incs

z st s s s
o

U h z U jqh z jqz h M zjI z
h A

E E E \S
K \ E \

� � � � �ª º� ¬ ¼ 
�

  (s34) 
where 

1 0 1 1 0 0 1 1 0

0 1 1 0 0 1 1 0

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

s s s s s s s s
inc z z z z

s s s s s s s
inc z z z z

M z U F h G F h G F G h F G h

U H G h H G h H h G H h G

ª º � � �¬ ¼
ª º� � � �¬ ¼

            (s35) 

and 
1 1 ( )s sA G h                   (s36) 

 
The zeroth-order current for normal incidence ( 0q  ) is  

> @ � � � �
� �1 ,0,

sin ( ) sin sin4( )
sin

s
s inc
z normal s

o

h z z hjUI z
h

E E ES
K \ E

� � �ª º¬ ¼          (s37) 

Let 2h hc  and z z hc c �  in (s37), we have 
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� � � �
� �1 ,0, 2

cos cos4( ) |
cos

s
s inc
z normal h h s

z z h o

z hjUI z
h

E ES
K \ Ec 

c c �

c c�
 

c
         (s38) 

Thus we recover the zeroth-order current distribution in an infinitely-thin straight 
receiving antenna of length 2h hc  . One can further check that according to (s37):  

1 ,0 ( 0) 0s
zI z   ,                 (s39) 

That is, there is no current at the joint of the V-antenna for the symmetric mode. 
 

The above derivation assumes that the antenna is made of perfect electric 
conductors. To model real metals, one has to add a term to the right-hand side of (s3) and 
the new boundary condition on the surface of the rod No. 1 reads: 

2
1 1 12 ( ) i
z z z

jE A A z I
z

Z E
E

w
 � � � �  

w

&
              (s40) 

where iz
 
is the surface impedance per unit length of the antenna (33): 

1
2 2 /

i m

r

z
a a j

K P
S S H V Z

  
� .                      

(s41)
 

The concept of surface impedance is valid for mid-infrared and longer wavelengths (37). 
If the displacement current is much smaller than the conduction current as in the case of 
highly conductive metals (ZHr << V) the impedance per unit length of antenna will be

 1
2 2

i jz
a

ZP
S V
�

|
              

(s42) 

 
As a result of the correction in (s40), one additional term should be added to (s22) 

for the antisymmetric mode and the similar expression for the symmetric mode (other 
equations previously derived will not change): 

� �1, 1, 1, 1 1,0 0

4( ) sin ( , ) ( ( ) , )
i z h

m m s m z m z z m z
o

j zX z X z s ds X X K z z dz J I z X zS E \
K c c� � � �c c c � � � �  ª º¬ ¼³ ³

        (s43)
  

Combining the results of current distributions for the antisymmetric and symmetric 
modes, (s18) and (s32), the currents in the two antenna rods can be written as 

1 1 1( ) ( ) ( )a s
z zI z I z I z �            (s44) 

2 1 1( ) ( ) ( )a s
z zI s I s I s � �          (s45) 

based on which one can calculate the amplitude and phase shift of antenna radiation in 
the far-field. Corrections up to the second order were used in our calculations (Figs. 2D 
and E in the main text). 

 
Effects of the silicon slab  

For an antenna array located on the interface between two semi-infinite spaces, air 
and silicon, the ratio of power emitted into the two spaces should be, in theory, equal to 
the ratio between their refractive indices (38, 39) (Fig. S6): 
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air

Si

na
b n
                   (s46) 

which is about 1/3.4 at Oo = 8 Pm. This ratio will be modified for a silicon slab of finite 
thickness, which functions as a Fabry-Pérot resonator for the light radiated into the slab 
(Fig. S6). The power reflection coefficient at the bottom silicon-air interface is R1, while 
that at the top interface decorated with plasmonic antennas is R2. Keeping in mind that 
the spectral width of our laser source is larger than the Fabry-Pérot free spectral range by 
one order of magnitude, we sum the power instead of the amplitude of the antenna 
radiations exiting from the upper and lower surface of the silicon slab (Fig. S6) and 
obtain: 

� �1 2
,

1 2

1
1tran

bR R
I a

R RA

�
 �

�          (s47) 

� �1
,

1 2

1
1refl

b R
I

R RA

�
 

�          (s48) 

which are the intensities of the transmitted and reflected cross-polarized light, 
respectively. Therefore  

� �
� � � �

1
, ,

1 2 1 2

1
/

1 1refl tran

R b
I I

R R a R R bA A

�
 

� � �           (s49) 

To compare the theoretical ratio predicted by Eq. (s49) with experiments, we can set 
R2 | R1 = 0.30, which leads to , ,/ 1.47refl tranI IA A | , in reasonably good agreement with our 
experimental value 1.69 (Fig. S3C at Ti=0). The predicted theoretical value of 

, ,/refl tranI IA A , in the absence of the Fabry-Pérot effect, would be otherwise about 3.42. 
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Fig. S1. (A) Schematic of the experimental setup for measuring far-field at different 
incident angles. (B) Measured far-field intensity as a function of the angular position of 
the mid-infrared detector D (defined in (A)) at different angles of incidence Ti. The unit 
cell of the plasmonic interface has a lateral periodicity of ī = 15 µm. Beams “0”, “1”, 
“2”, and “3” correspond to those labeled in (A). Beams “4” and “5” originate from the 
second-order diffraction of the periodic antenna array. At Ti = 4.3 degrees beam “2” 
cannot be measured in our setup because it is counter-propagating with the incident 
beam. (C) Measured far-field intensity profiles with a polarizer in front of the detector. 
The polarizer filters out the scattered light that is polarized perpendicular to the incident 
light. 
 

 



 
 

15 
 

 

 

Fig. S2. (A) Upper panel: Phase and amplitude of scattered light from a straight rod 
antenna with a fixed length L and a high aspect ratio of 2000 (defined as rod length 
divided by rod diameter). The antenna is made of a perfect electric conductor and is in 
vacuum. The direction of incidence is normal to the antenna axis, and the incident 
polarization is along the antenna axis. The scattered light is monitored in a direction 
perpendicular to the antenna axis in the far-field. The antenna resonances are located at L 
| mOo/2, where m is an odd integer. Lower panels: Zoom-in views of the antenna’s 
response in the vicinity of the three resonances. The vertical dotted lines indicate the 
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peaks of the amplitude response. (B) and (C) are current distributions and far-field 
radiation patterns (|E|2) for the three resonances, respectively. The antenna is assumed to 
be oriented horizontally in (C). For clarity, the radiation profile for the first-order 
resonance is demagnified by a factor of 10 in (C). 
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Fig. S3. (A) Amplitude of the cross-polarized radiation from a straight rod antenna as a 
function of the antenna length L and orientation 4 for monochromatic excitation at 
wavelength Oo. The antenna is in vacuum and has a radius a = Oo/100. The dashed curve 
is an equal-amplitude contour. Schematics of antennas of various orientations are shown 
at the bottom of the figure. (B) Phase of the cross-polarized antenna radiation as a 
function of the antenna length L and orientation 4. 
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Fig. S4. Scattering (red curves) and absorption (black curves) cross-sections of V-
antennas as a function of wavelength. Solid curves: length of antenna arms h = 0.75 Pm, 
angle between antenna arms ' = 180 degrees; Dashed curves: h = 0.94 Pm, ' = 120 
degrees; Dotted curves: h = 1.13 Pm, ' = 90 degrees; Dot-dashed curves: h = 1.35 Pm, ' 
= 60 degrees. The vertical line indicates the operating wavelength. 
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Fig. S5. (A) Schematics of the antenna geometry and excitation. The symmetry plane of 
the V-antenna is shown in light-blue. (B) Top view of the V-antenna. 
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Fig. S6. Antenna radiations into the silicon slab undergo multiple reflections, leading to a 
modified ratio of intensity between the anomalous refraction and reflection as compared 
to that of an antenna array placed on the interface between two semi-infinite spaces.  
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Movie S1 
Rotating spiral interference pattern created by tuning the optical path length of a 
reference beam relative to that of a vortex beam. The reference beam co-propagates with 
the vortex beam and its spherical-wave-like wavefront samples the helicoidal wavefront 
of the vortex beam, creating a spiral interference pattern. The intersection between the 
two wavefronts moves along the beam axis when the relative path length between the two 
beams is adjusted, producing a dynamically rotating spiral pattern. 
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